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Abstract: In certain disciplines of maritime education it is necessary to operate with 
multi-dimensional data that is difficult for students to comprehend . Such disciplines 
happen to be environmental monitoring of water, technical diagnostics of ship machines 
and equipment using statistical pattern recognition , decision analysis of alternatives 
with multi-dimensional consequences, etc. Worst still, some of the multi-dimensional 
vectors are not known completely. Even though there are some mathematical algo­
rithms developed to tackle the problem stated, in some countries maritime education 
suffers certain limitations caused by the high prices of specialized software. Here, an 
Internet based tool is presented which solves two interconnected problems. The first 
problem is the visualization of multi-dimension environmental vectors. That problem is 
addressed with two methods: The Principal Component solution of orthogonal Factor 
Analysis model and with Multi-Dimensional Scaling procedure. The second problem is 
the generation (the imputation) of the missing data in multi-dimension environmental 
vectors. The implemented solution uses modified Roweis algorithm for Expectation 
Maximization (EM) algorithm for Principal Component solution of orthogonal Factor 
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Analysis method. The functionality of the system is described along with environmental 
examples. 
Keywords: multi-dimensional scaling, principle component solution, Roweis algorithm, 

1. General Set Up of the Visualization Problem 

The records in an environmental database normally contain several environmental variables 
measured at approximately the same time point. Let us assume that we have an environmen­
tal database with n records each of which is represented by a p-dimensional column vector 

- - ( (J) (J) (J) )T h d " · d ._ x J - x1 , x2 , .•. , X P , w ere T stan .s ior the transpose operntor an z-1,2, . . . ,n. The 

whole data base can be written in a p x n matrix D = ( x1 , i 2 , •• • , in ) . 
If all the measurements of the environmental variables are known and recorded into the 

data base D then we can denote this matrix with D
1

,,
11 

The problem which we face is to compress 

the p-dimensional vectors in Dr,,
11 

into m-dimensional vectors ] 1 for j= 1, 2, ... ,n. If m=2, the 
compressed vectors can be depicted by a scatter plot of the first against the second compressed 
coordinates. If m=3, the compressed vectors can be depicted by three scatter plots which show 
respectively the first against the second, the second against the third and the first against the 
third compressed coordinates. We call that a visualization problem. The result of the visualiza-

tion problem is a compressed database in form of am x n matrix Dcampr = { ];, J;, ... ,Jn) . 
Two classical algorithms are employed in the Internet based tool for solution of the visu­

alization problem (that is for the data reduction from the p-dimensional to the m-dimensional 
space): 

Multi-Dimensional Scaling Procedure (MDS) [ 4] 
Principal Component Solutions of Exploratory Orthogonal Factor Analysis Model 
(PCA_EOFA) [6] 

So the visualization module of the Internet-based tool has two sub-modules; the MDS sub­
module and the PCA EOFA sub-module. 

The MDS sub-module uses 10 different distances as a measure of dissimilarity between 
the vectors: 
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Manhattan distance: <Sk,J = f lxV) - xfi) I 
1=! 

Minko"ki ,-di•t"""' (~"th ~ 3, 4, 5, I 0, 20) , ;;" i ~ ~ ( H k) - xf j) I' r' 
Hamilton (or Chebishev) distance: 8k,J = mfx(jx}k) - x}i) I) 
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P [x(k)_x(J))2 
Normalized ~u~lidean Distanc~: ok,i. = L I I , where Si is the sample 
standard deviation of the coordmate 1 . 1=1 Si 

Mahalonobis distance: ok,i = ( xk - xi f K-1 ( xk - xi), where K is the sample 
covariance matrix of the data. 

The Java realization of the MDS sub-module has been based on [l] where the 'stress' cri­
terion (formula (8) in the accompanying paper [8]) is optimized. The mathematical algorithms 
of PCA_EOFA sub-module are explained in the accompanying paper [8]. 

Sometimes the record x J of the data matrix D is not a full vector. Instead, part of the coor­

dinates x[i), x~i), ... , x(}l are missing due to various reasons. In this case the same data matrix 

is called Dmiss = (Xi, X2, ... , Xn) . For example, let p=5 and for the third observation x3 , the 
second and the fifth coordinates are missing (denoted as NaN), whereas the first the third and 
the forth coordinates are -17, 24 and 6 respectively. Then: 

(3) 
X1 -17 

(3) 
X2 NaN 

X3 = (3) 
X3 24 

(3) 6 
X4 

(3) NaN 
X5 

There are many reasons for the missing data, especially when social surveys are involved, 
because people do not always want to answer all questions. As long as the environmental data 
is gathered by direct measurements with some measurement devices we have accepted the hy­
pothesis that the data is missing at random [7]. The problem that we face is to restore the values 
of the missing part in D mis.< Of course the missing part of Dmiss is an unobservable quantity which 
has to be estimated from the observable quantities (the known data) in the data base. We call 
that the Missing Data Imputation Problem. The result of the missing data imputation problem 

. . d b . h c f . D (-(imp) -(imp) -(imp)l D 1 1s an impute data ase mt e 1orm o a p x n matnx imp = x1 , x2 , ... , Xn . imp ms 
the same values as D miss but the missing values are substituted with values generated ya math­
ematical algorithm called imputed values. 

A powerful expectation maximization algorithm for estimation of unobservable quantities 
was proposed in the seminal paper [3]. Six years later that algorithm was properly proven [l O]. 
In [9] , the algorithm was used for imputation of missing data in the context of a factor analysis 
method. In the accompanying paper [8] a modification of the Roweis algorithm is proposed 
which quickly converges for medium sized data points. In the developed missing data imputa-

tion module of the Internet based tool the linear system T1 z) nimp) = 0 with p equations and~ 
unknowns in point 7) of the algorithm in [8] is solved by QR decomposition of the matrix~ [5]. 
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Once the missing data imputation problem is solved and D imp is generated then (having in 
mind that there are no more missing position in D . ) it can be put that Dfi 

11 
= D. and the 

imp u 1mp 

imputed data can be passed to the visualization problem for data reduction. 

2. Examples and demonstration 

An Internet based system is developed to realize procedures for visualization of multi-dimen­
sional data and for imputing missing data into multi-dimensional data sets. The system is avail­
able through the webpage www.ubss-tuv.com and it has been developed under the activities of 
the UPGRADE Black Sea Scientific Network (financed by the Seventh Framework Program 
of the EU). The main window of the platform is shown in fig . 1. Here we focus on the options 
"Visualization" and "Missing Values", the others being described in [3]. The procedures to be 
commented on may run on three file formats: text document (*. txt), Excel document (*.xis) and 
comma delimited text(* .csv). 
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2.1 Visualizing multi-dimensional data 

A test file is created, containing 70 numbers of 7-dimensional test measurements. 
The structure of the file is shown in fig. 2 (for the sake of all examples, only the 
operation with Excel files shall be discussed here, all the others being very similar). 
The names of the coordinates (i.e. the environmental variables) are given on the 
second row, columns from 2 top+ 1 =8 of the file. The third row (same columns) con­
tains the variable dimensions. The fourth row, columns from 2 top+ 1 =8 contains the 

values of x1 , and the other vectors are written consecutively on the next rows. The 
last one is on row n+3=70+3=73. The first column of the file contains the consecu­
tive number of the vectors. 

The visualization section of the UBSS system is given in fig. 3. Let us use factor 
analysis to perform the visualization. After selecting the file (fig. 4) the user might 
choose from the panel shown in fig. 5: 

1. whether to use standardized data or not (the first option is selected in this 

example), i.e. whether to replace the original data xj in the input by the data 
normalized in the first place in formulae (30) and (31) in [8]; 

2. the output dimension to be 2 or to be 3 ( m=3 is selected in this example) ; 

3. the type of compressed data that is ordinary least square factor score using 
formula (28) or weighted least square factor score (29) of [8] (the first option 
is selected in this example). 

Choosing to proceed, the system generates output as follows: 

1. scatter plot of the first two coordinates of the compressed data (see fig. 6 for one 
of the three scatter plots, because the compressed data is three-dimensional); 

2. them-dimensional compressed data values on screen; 
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3. an excel file with five sheets, containing the compressed data points, the cova­
riance matrix, the absolute error, the relative error and the cumulative percent­
age of the total variance explained (fig. 7) (which are formulae respectively 
(21 ), (25), (26) and (27) from [8]). 

If we choose to visualize using multi-dimensional scaling, then the partial dif­
ferences would appear in the input and in the output of the system. The parameters 
which determine the course of calculation of the multi-dimensional scaling are de­
fined in a panel shown in fig. 8. 

1. 1) whether to use standardized data or not (the first option is selected in this 
example), as in the visualization with factor analysis. 

2. 2) the output dimension to be 2 or to be 3 ( m=2 is selected in this example); 

3. 3) the type of distance measure (Manhattan distance in this example) . 

Choosing to proceed, the system generates output as follows: 

1. 1) scatter plot of the first two coordinates of the compressed data (as in fig. 
6 but here this is the only scatter plot because the compressed data is two­
dimensional); 

2. 2) the compressed m-dimensional data values on screen; 

3. 3) an excel file with four sheets (fig.9), containing the compressed m-dimen-

sional data points, ( f. ), the distances in the original space (bk . ), the dis-
1 ,) 

tances in the compressed space ( 8k,J ) and the difference between the corre-

sponding pairs of distances ( 8k,J - dk,J ). 

Such a procedure might be employed to identify outliers or certain internal con­
nections (e.g. sometimes data would lie on the same straight line, which would indi­
cate high level of multicolinearity in the data). 

2.2 Imputing Missing Values 

A test file is created containing 500 numbers of IO-dimensional test measurements, 
where some of the values are missing. The structure of the file is shown in fig. 10. 
The names of the coordinates (i.e. the environmental variables) are given on the 
second row, columns from 2 top+ 1 =11 of the file. The third row (same columns) 
contains the variable dimensions. The fourth row, columns from 2 top+ 1=11 con-

tains the values of x1 , and the other vectors are written consecutively on the next 
rows. The last one is on row n+3=500+3=503. The first column of the file contains 
the consecutive number of the vectors . 

The missing values section of the system is given in fig. 11. After choosing the 
* .xls fom1at and the file itself (fig. 12) the user might choose: 

I . the dimension of the compressed space (m=5 in the example) 
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2. whether to use standardized data or not (the first option in this example), i.e. 

whether to divide by .jk;; or not in step 3) of the algorithm in [8]; 

3. the drifting moments (either moving or fixed moments on X on each iteration, 
i.e. whether to execute step 9) in the algorithm of [8] or not; it is executed for 
this example); 

4. whether to have additional fixing of the recovered data or not (whether to ex­
ecute step 17) in the algorithm of [8] or not; it is executed for this example). 

Choosing to proceed, the system generates output as follows: 

1. graphics of the imputed data (see fig. 13 for the first coordinate, where the im­
puted points are in blue; such a plot is created for each coordinate); 

2. all the imputed values on the screen; 

3. an excel file with a single sheet containing the imputed set D. with structure 
imp 

the same as the input data, however the imputed values are placed instead of 
the missing ones in red (fig. 14). 

2.3 Real Data Analysis 

A file with real environmental data is created, related to chemical characteristics of 
sea water, containing 110 numbers of 13-dimensional measurements. Some of the 
values in the dataset are missing. The structure of the file is shown in fig. 15. The 
names of the coordinates (i.e. the chemical parameters) are given on the second row, 
columns from 2 top+ 1=14 of the file . The third row (same columns) contains the 
variable dimensions. The fourth row, columns from 2 to p+1=14 contains the values 

of x1 , and the other vectors are written consecutively on the next rows. The last 
one is on row 11+3= 11O+3= 113. The first column of the file contains the consecutive 
number of the vectors. 

We set the following input parameters for the missing value procedure: 

1. 6-dimensional compressed space; 

2. standardized data; 

3. moving drifting moments on X on each iteration; 

4. additional fixing of the recovered data. 

The system generates the following result: 

1. graphics of the imputed data (see fig. 16 for the second coordinate; such a plot 
is created for each coordinate); 

2. the imputed data set on screen; 

3. an excel file with a single sheet structured the same as the input data, but the 
imputed values are placed instead of the missing ones in reel (fig. 17). 
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The resulting file is sent for visualization with multi-dimensional scaling at m=3 
using Mahalonobis distance measure. As an output, the system generated the fol­
lowing: 

1. 1) graphics of the compressed data (three two-dimensional plots; fig. 18 gives 
the plot for the second and third compressed coordinates); 

2. 2) them-dimensional compressed data values on the screen; 

3. 3) an excel file with four sheets as in section II .l (see fig . 19). 

The resulting file from the missing values procedure is also sent for visualiza­
tion with factor analysis at m=2. As an output, the system generated the following: 

l. graphics of the compressed data (see fig. 20); 

2. them-dimensional compressed data values on screen; 

3. an excel file with five sheets, containing the compressed data points, the cova­
riance matrix, the absolute error, the relative error and the cumulative percent­
age of the total variance explained (fig. 21) as in section 11.1. 

Fig.3 Fig.4 
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Fig. 5 Fig. 6 

Fig. 7 Fig. 8 

Fig.9 

Fig.10 

264 



Nikolova, Zheynova, Kalinov, Mednikarov, Tenekedjievld 

Fig. 11 Fig. 12 

,,.,_ •N 

Fig. 13 Fig. 14 

Fig.15 

Fig. 16 Fig. 17 

265 



Application of an Internet-based Tool for Visualization of Multi-Dimensional Objects with Missing Data 
in Maritime Education 

Fig.18 Fig. 19 

Fig. 20 Fig. 21 

3. Conclusions 

This paper presented the operation of an Internet based tool which solves two interconnected 
problems - visualization of multi-dimensional environmental vectors and imputation of miss­
ing values in such data sets. The procedures use modern algorithms and techniques to generate 
results. The tool is available free of charge to all users . 
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